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1 Introduction

The study of special values of multiple zeta functions concerns itself with relations between values at integer vectors \((s_1, \ldots, s_k)\) of sums of the form

\[
\zeta(s_1, \ldots, s_k) := \sum_{n_1 > \cdots > n_k > 0} \prod_{j=1}^{k} n_j^{-s_j},
\]

commonly referred to as multiple zeta values [5, 21, 24, 26]. We are primarily interested in positive integer values of the arguments \(s_1, \ldots, s_k\), in which case it is easily seen that \(s_1 > 1\) is both necessary and sufficient for the sum \((1)\) to converge.

A good deal of work on multiple zeta values has focused on the problem of determining when “complicated” sums can be expressed in terms of “simpler” sums. A crude but convenient measure of the complexity of the sum \((1)\) is the number \(k\) of nested summations. This is also equal to the number of arguments in the definition \((1)\), and is called the depth. Thus, researchers are interested in determining which sums can be expressed in terms of other sums of lesser depth.

For each positive integer \(k\), let \(Z_k\) denote the set of all multiple zeta values (with positive integer arguments) of depth less than \(k\). If we restrict our attention to rational polynomial relationships, the aforementioned problem amounts to determining for each \(k\) the values of the arguments \(s_1, \ldots, s_k\) for which the sum \((1)\) lies in the polynomial ring \(\mathbb{Q}[Z_k]\). Settling this question in complete generality is currently well beyond the reach of number theory. For example, there is as yet no proof that \(\zeta(5) \notin \mathbb{Q}[Z_1] = \mathbb{Q}\), although it is strongly suspected that \(\zeta(5)\) is indeed irrational. Nevertheless, considerable progress has been made with regard to proving specific classes of reductions, even at arbitrary depth. A brief historical overview will serve to put the problem in perspective.

Apart from Euler’s celebrated depth-1 evaluation for the Riemann zeta function

\[
\zeta(2n) = \sum_{j=1}^{\infty} \frac{1}{j^{2n}} = -\frac{1}{2} \cdot \frac{(2\pi i)^{2n} B_{2n}}{(2n)!}, \quad 0 \leq n \in \mathbb{Z},
\]

in terms of the Bernoulli numbers \(B_0 = 1, B_1 = -1/2, B_2 = 1/6, B_3 = 0, B_4 = -1/30\), etc. defined by

\[
\frac{z}{e^z - 1} = \sum_{n=0}^{\infty} \frac{B_n}{n!} z^n, \quad |z| < 2\pi,
\]
the study of multiple zeta values can be fairly said to have begun with Euler’s depth-2 reduction \[15\]

\[
2\zeta(n, 1) = n\zeta(n + 1) - \sum_{k=1}^{n-2} \zeta(n - k)\zeta(k + 1), \quad 2 \leq n \in \mathbb{Z},
\]

expressing an infinite class of multiple zeta values of depth 2 in terms of depth-1 (Riemann zeta) values. More generally, we refer to a relation amongst multiple zeta values as a depth-\(k\) reduction if the relation expresses a multiple zeta value of depth \(k\) in terms of multiple zeta values of depth less than \(k\).

The first systematic study of reductions up to depth 3 was carried out by Borwein, Bailey and Girgensohn, in a short series of papers \[2, 3, 7\] appearing in the early 1990s. Research undertaken by Hoffman \[18, 19, 20, 21\], Zagier \[26\], and Borwein-Bradley-Broadhurst \[4\] on multiple zeta values of arbitrary depth led to the discovery of several relations satisfied by them. These relations can be exploited by computer algebra systems to prove reductions of small weight \[23\]. (Here the weight of the multiple zeta value \(1\) is simply the sum of the arguments: \(s_1 + s_2 + \cdots + s_k\).)

Additionally, high-precision evaluation of specific multiple zeta values combined with human-directed computer searches using lattice basis reduction algorithms led to several beautiful conjectures concerning arbitrary depth reductions \[4, 5, 6\]. An example of an arbitrary depth reduction is

\[
\zeta(\underbrace{3, 1, 3, 1, \ldots, 3, 1}_{2n}, 4, 4, \ldots, 4) = \left(2^{4n} - 1\right)\zeta(4n) = \frac{2^{4n} - 1}{(2n + 1)(4n + 1)|B_{4n}|} = \frac{2\pi^4}{(4n + 2)!^4},
\]

in which the positive integers \(2n\) and \(n\) beneath the underbraces in \(3\) denote the depth of the respective multiple zeta values. The formula \(3\), originally conjectured by Zagier \[26\], was first proved by Broadhurst. A modification of Broadhurst’s proof appears in \[5\]. Subsequently, purely combinatorial proofs were given \[6, 10\] based on the well-known shuffle property of iterated integrals. To simplify the reading of such formulas, when a string of arguments is repeated an exponent is used. In other words, we treat string multiplication as concatenation. With this notation, the first two members of formula \(3\) may be written \(\zeta(\{3, 1\}^n) = 4^{-n}\zeta(\{4\}^n)\).

Although we focus here on analytic aspects of ultimately periodic multiple polylogarithms, other aspects also play an important role in related work. See \[14, 16, 17, 13, 11, 6, 8, 10\] for connections with quantum groups, motivic Lie algebras, algebraic geometry, knot theory, quantum field theory, and shuffle combinatorics, respectively. The survey \[9\] provides additional references and pointers to the literature.
2 Statement of Results

The Broadhurst-Zagier formula (3) is an example of an arbitrary depth reduction in which the argument strings are periodic. Whereas the case of periodic strings of period 1 is quite well understood—there is a formula expressing $\zeta(\{s\}^n)$ in terms of the depth-1 zeta values $\zeta(s), \zeta(2s), \ldots, \zeta(ns)$ [4]—very little is known in general about strings with longer periods apart from the fact that their associated bivariate generating functions satisfy a differential equation of order equal to the weight of the period. In this paper, we offer some new multiple zeta evaluations for ultimately periodic strings of period 2 and period weight 4. We also give a complete treatment of a certain class of ultimately periodic alternating unit Euler sums of period 2. These results are highlighted in subsection 2.2 below. Three of our results settle conjectures from [4] and [5].

2.1 Additional Notation

Let $x$ be a real number satisfying $0 \leq x < 1$. The parametrized multiple zeta function

$$
\zeta_x(s_1, \ldots, s_k) := \sum_{n_1 > \cdots > n_k > 0} x^{n_1} \prod_{j=1}^{k} n_j^{-s_j}
$$

is defined for positive integers $s_j$, and is an instance of a multiple polylogarithm [5, 9, 16]. Of course, if $s_1 > 1$, then we can allow $x = 1$ and in that case, (4) coincides with (1). Euler sums have the form

$$
\zeta(s_1, \ldots, s_k) := \sum_{n_1 > \cdots > n_k > 0} \prod_{j=1}^{k} n_j^{-|s_j|} \sigma_j^{-n_j},
$$

where $s_1, \ldots, s_k$ are non-zero integers and $\sigma_j := \text{signum}(s_j)$. Thus, a multiple zeta value is an Euler sum with no alternations, i.e. each $\sigma_j = 1$. If each $s_j = \pm 1$, we also refer to (5) as a unit Euler sum. To avoid confusion with the notion of analytic continuation, we shall henceforth adopt the notation of [4], in which each $s_j$ in (5) is replaced by $-s_j$ when $s_j < 0$. Thus, for example, $\zeta(1) = -\log 2$.

Let $a, b, c$ and $x$ be complex numbers with $|x| < 1$ and $c$ not equal to zero or a negative integer. We denote the Gaussian hypergeometric function by

$$
F(a, b; c; x) = \, _2F_1 \left( \begin{array}{c} a, b \\ c \end{array} \right | x \right) = \sum_{n=0}^{\infty} \frac{(a)_n (b)_n}{(c)_n n!} x^n,
$$

(6)
where
\[(a)_n := \begin{cases} \prod_{j=0}^{n-1} (a + j), & \text{if } n \text{ is a positive integer}, \\ 1, & \text{if } n = 0 \end{cases} \]
is the Pochhammer symbol (rising factorial). If \(\Re(c - b - a) > 0\), the series (6) converges even when \(|x| = 1\), and thus for complex \(z\) we may abbreviate
\[
Y_1(x, z) := F(z, -z; 1; x), \quad |x| \leq 1, \quad (7)
\]
\[
Y_2(x, z) := (1 - x)F(1 + z, 1 - z; 2; 1 - x), \quad |1 - x| < 1. \quad (8)
\]
Also, for complex \(z\) not a positive integer multiple of \(\pm 1\) or \(\pm i\), we set
\[
G(z) := \frac{1}{2} \{\psi(1 + iz) + \psi(1 - iz) - \psi(1 + z) - \psi(1 - z)\}, \quad (9)
\]
where \(\psi = \Gamma'/\Gamma\) is the logarithmic derivative of the Euler gamma function. Finally, for any non-negative integer \(k\), power series coefficient extraction will be performed throughout by
\[
[t^k] \sum_{n=0}^{\infty} a_n t^n = a_k.
\]
The notation will not be confused with the truncated square brackets in \(|x|\), which we use to denote the greatest integer not exceeding the real number \(x\).

2.2 Main Results

Our signal result is the following identity for the generating function of the ultimately periodic sequence of multiple polylogarithms \(\{\zeta_n(3, \{1, 3\}^n) : 0 \leq n \in \mathbb{Z}\}\).

**Proposition 1** For each real \(x\) satisfying \(0 \leq x \leq 1\), the formal power series
\[
S(x, z) := \sum_{n=0}^{\infty} (-1)^n z^{4n+2} 4^n \zeta_n(3, \{1, 3\}^n) \quad (10)
\]
defines an entire function of the complex variable \(z\). Furthermore, if \(Y_1, Y_2\) and \(G\) are defined as in (7), (8) and (9), then we have the identity
\[
S(x, z) = G(z)Y_1(x, z)Y_1(x, iz) - \frac{Y_1(x, iz)Y_2(x, z)}{4Y_1(1, z)} + \frac{Y_1(x, z)Y_2(x, iz)}{4Y_1(1, iz)} \quad (11)
\]
for all pairs \((x, z)\) for which the right hand side is defined.
Proposition 1 has several interesting consequences, two of which are given by Theorems 1 and 2 below. Our first theorem gives a multiple zeta value reduction which seems to have escaped the extensive numerical and symbolic searches carried out by [4] and [5].

**Theorem 1** For all non-negative integers \( n \),

\[
\zeta(3, \{1, 3\}^n) = 4^{-n} \sum_{k=0}^{n} (-1)^k \zeta(4k + 3) \zeta(\{4\}^{n-k})
\]

\[= \sum_{k=0}^{n} \frac{2\pi^{4k}}{(4k + 2)!} \left( -\frac{1}{4} \right)^{n-k} \zeta(4n - 4k + 3).\]

**Theorem 2** (Conjectured in [4] and [5]) For all non-negative integers \( n \),

\[
\zeta(2, \{1, 3\}^n)
\]

\[= 4^{-n} \sum_{k=0}^{n} (-1)^k \zeta(\{4\}^{n-k}) \left\{ (4k + 1)\zeta(4k + 2) - 4 \sum_{j=1}^{k} \zeta(4j - 1)\zeta(4k - 4j + 3) \right\}. \]

We have also obtained cognate results for alternating unit Euler sums [4, 5] and multiple polylogarithms [5, 9, 16] at one-half. These results are proved in section 4, in which we settle two conjectures from [4] and as a consequence obtain reductions for the arbitrary depth alternating unit Euler sums \( \zeta(\{\overline{1}, 1\}^n), \zeta(\overline{1}, \{1, \overline{1}\}^n) \), \( \zeta(\overline{1}, \{1, 1\}^n) \), and \( \zeta(\overline{1}, \overline{1}, \{1, 1\}^n) \), where \( n \) is any non-negative integer. The main result from which these reductions are derived is Proposition 2 below.

Recall the generating function

\[
A(z) := \sum_{n=0}^{\infty} z^n \zeta(\{\overline{1}\}^n) = \prod_{j=1}^{\infty} \left( 1 + \frac{(-1)^{jz}}{j} \right) = \frac{\Gamma(1/2)}{\Gamma(1 + z/2)\Gamma(1/2 - z/2)}
\]  \hspace{1cm} (12)

from [4].

**Proposition 2** For each real \( x \) satisfying \( 0 \leq x \leq 1 \), the formal power series

\[
M(x, t) := \sum_{n=0}^{\infty} \left[ t^{2n}\zeta_x(\{\overline{1}, 1\}^n) + t^{2n+1}\zeta_x(\overline{1}, \{1, \overline{1}\}^n) \right]
\]

(13)
defines an entire function of the complex variable $t$. Furthermore, if we put $z = (1 + i)t/2$, $s = (1 + x)/2$, and let $U(s, z) = Y_1(s, z) - zY_2(s, z)$, where $Y_1$ and $Y_2$ are given by (7) and (8) respectively, then

$$M(x, t) = \frac{U(s, -z)U(s, iz)}{A(-z)A(iz)}$$  \hspace{1cm} (14)

for all pairs $(x, t)$ for which the right hand side is defined.

From Proposition 2 we obtain the following generating function identities for alternating unit Euler sums.

**Corollary 1 (Conjectured in [4])** Let $A(z)$ be as in (12). Then for all complex numbers $t$, we have

$$\sum_{n=0}^{\infty} \left[ t^{2n} \zeta(\{1, 1\}^n) + t^{2n+1} \zeta(\{1, 1\}^n) \right] = A \left( \frac{t}{1-i} \right) A \left( \frac{t}{1+i} \right).$$

**Corollary 2 (Conjectured in [4])** Let the functions $G$ and $A$ be given by (9) and (12), respectively. Then

$$1 + \sum_{n=0}^{\infty} \left[ t^{2n+1} \zeta(\{1, 1\}^n) + t^{2n+2} \zeta(\{1, 1\}^n) \right] = \frac{1}{2} (1 + i) z A(z) A(-iz) \left\{ \pi \csc(\pi z) - i \pi \csch(\pi z) + 4G(z) \right\},$$

holds for all complex numbers $t$ and $z$ satisfying $z = (1 + i)t/2$ and such that the right hand side is defined.

**Remark.** It is routine to check that the right hand side of (15) and the corresponding expression in equation (16) of [4] are equal. Our expression has the advantage of being easier to express as a Maclaurin series.

From Corollaries 1 and 2 we obtain the following reductions for alternating unit Euler sums.

**Theorem 3** Define a sequence of numbers $c_0, c_1, \ldots \in \mathbb{Q}[\log 2, \zeta(2), \zeta(3), \ldots]$ by

$$\sum_{m=0}^{\infty} c_m x^m = \exp \left( \sum_{k=1}^{\infty} b_k \frac{x^k}{k} \right),$$
where \( b_1 = -\log 2 \) and
\[
b_k = \begin{cases} 
(-1)^{(k+1)/4} \frac{2^{(1-k)/2}(2^{1-k} - 1)}{2}, & \text{if } 1 < k \text{ is odd,} \\
(-1)^{k/4} 2^{1-k/2} \zeta(k), & \text{if } k \equiv 0 \mod 4, \\
0, & \text{if } k \equiv 2 \mod 4.
\end{cases}
\]

Then for all non-negative integers \( n \) we have
\[
\zeta(\{1, 1\}^n) = c_{2n}, \quad \text{and} \quad \zeta(\{1, 1\}^n) = c_{2n+1}.
\]

**Theorem 4** Let \( b_k \) be as in Theorem 3. Define numbers \( c'_m \in \mathbb{Q}[\log 2, \zeta(2), \zeta(3), \ldots] \) by
\[
\sum_{m=0}^{\infty} c'_m x^m = \left( \sum_{k=0}^{\infty} d_k x^k \right) \exp \left( \sum_{k=1}^{\infty} b_k \frac{x^k}{k} \right),
\]
where \( d_0 = 1 \) and
\[
d_k = \begin{cases} 
(-1)^{(k+1)/2} \frac{2^{2-3k/2}(2^{k-1} - 1)}{2}, & \text{if } 0 < k \text{ is even,} \\
0, & \text{if } k \equiv 1 \mod 4, \\
(-1)^{(k+1)/4} 2^{(3-k)/2} \zeta(k), & \text{if } k \equiv 3 \mod 4.
\end{cases}
\]

Then for all non-negative integers \( n \) we have
\[
\zeta(\{1, 1\}^n) = c'_{2n+1}, \quad \text{and} \quad \zeta(\{1, 1\}^n) = c'_{2n+2}.
\]

**Remark.** Of course, one can express the numbers \( c_m \) and \( c'_m \) of Theorems 3 and 4 explicitly. Thus,
\[
c'_m = \sum_{k=0}^{m} c_k d_{m-k} \quad \text{and} \quad c_m = \sum \prod_{k \geq 1} \frac{1}{j_k!} \left( \frac{b_k}{k} \right)^{j_k},
\]
where the sum is over all non-negative integers \( j_1, j_2, \ldots \) satisfying \( \sum_{k \geq 1} k j_k = m \).

### 3 Multiple Zeta Values of Period 2

This section contains the proofs of our results pertaining to ultimately periodic multiple zeta values of period 2 and period weight 4, namely Proposition 1 and Theorems 1 and 2. It is interesting to note that the proof of Propositions 1 and 2 relies on a general result which also eliminates the need for computer algebra in the orginal proof of the Broadhurst-Zagier formula in [5]. See Lemma 1 below.
3.1 Proof of Proposition 1

Let \( R(x, z) \) denote the right hand side of (11). For each fixed \( x \) satisfying \( 0 < x \leq 1 \), \( R(x, z) \) is evidently an analytic function of \( z \), apart from isolated singularities (possible poles) at the positive integer multiples of \( \pm 1, \pm i \). Let \( n \) be a positive integer and let \( p \in \{1, -1, i, -i\} \). A straightforward calculation shows that \( \lim_{x \to p_m} (z - pn)R(x, z) = 0 \) follows from the identity

\[
Y_1(x, n) + n(-1)^nY_2(x, n) = 0, \quad 1 \leq n \in \mathbb{Z},
\]

which in turn is a consequence of the identity [25, p. 254]

\[
\frac{(1 + \alpha)^n}{n!} {}_2F_1\left( \begin{array}{c} -n, 1 + \alpha + \beta + n \\ 1 + \alpha \end{array} \right) = \frac{(-1)^n(1 + \beta)^n}{n!} {}_2F_1\left( \begin{array}{c} -n, 1 + \alpha + \beta + n \\ 1 + \beta \end{array} \right)
\]

for the Jacobi polynomials. Thus, for \( 0 < x \leq 1 \), the singularities of \( R(x, z) \) are all removable.

It now suffices to show that \( S(x, z) \) and \( R(x, z) \) both have Maclaurin series in \( x \) which begin

\[
z^2x + \frac{1}{5}z^2x^2 + \frac{1}{27}z^2(1 - 2x^4)x^3 + \frac{1}{63}z^2(1 - \frac{2}{3}x^4)x^4 + O(x^5), \quad x \to 0,
\]

and are both annihilated by the differential operator

\[
D_1^2D_0^2 + 4z^4, \quad D_0 := x \frac{d}{dx}, \quad D_1 := (1 - x) \frac{d}{dx}.
\]

Checking these facts for \( S(x, z) \) is a trivial exercise. Although in general \( R(x, z) \) is undefined when \( x = 0 \) because \( Y_2(0, z) = F(1 + z, 1 - z; 2; 1) \) diverges unless it terminates, a short calculation employing the special case

\[
F(1 + z, 1 - z; 2; x)
\]

\[
= \frac{\Gamma(2)}{\Gamma(1 + z)\Gamma(1 - z)} \sum_{n=0}^{\infty} \frac{(1 + z)_n(1 - z)_n}{(n!)^2} \left\{ 2\psi(n + 1) - \psi(n + 1 - z) \right. \\
- \left. \psi(n + 1 + z) - \log(1 - x) \right\} (1 - x)^n, \quad 0 \leq x < 1
\]
of the formula 15.3.10 of [1, p. 559] verifies that \( R(x, z) \) possesses a MacLaurin series at \( x = 0 \) that begins as stated.

The fact that \( (D_1^2 D_0^2 + 4z^4)R(x, z) = 0 \) is most easily seen by setting \( f(x) = 1 - x \), \( g(x) = x \), and \( t = z^2 \) in Lemma 1 below. Two solutions to the differential equation \( (D_1 D_0 + z^2)y = 0 \) are given by \( y = Y_1(x, z) \) and \( y = Y_2(x, z) \), and thus changing \( z \) to \( iz \) we see that two solutions of the differential equation \( (D_1 D_0 - z^2)y = 0 \) are \( y = Y_1(x, iz) \) and \( y = Y_2(x, iz) \). The lemma then shows that each of the functions \( Y_1(x, z)Y_1(x, iz) \), \( Y_1(x, iz)Y_2(x, z) \), and \( Y_1(x, z)Y_2(x, iz) \) are annihilated by the operator (17).

\[ \]

**Lemma 1** Let \( K \) be a field of characteristic not equal to 2 and let \( D \) be a derivation on \( K \). For each \( k \in K \), define a derivation \( D_k := kD \). Let \( t \) be a constant, and suppose that for some \( f, g, u, v \in K \) the differential equations \( (D_f D_g + t)u = 0 \) and \( (D_f D_g - t)v = 0 \) hold. Then \( uv \) is annihilated by the differential operator \((D_f^2 D_g^2 + 4t^2)\).

**Proof of Lemma 1.** First note that \( uD_g^2 v + vD_g^2 u = 0 \), for

\[
(uD_g^2 v + vD_g^2 u) f = (uD_f D_g^2 v + vD_f D_g^2 u) g = (utv - vtu) g = 0.
\]

We now calculate \( D_f^2 D_g^2 (uv) \). By the Leibniz rule and our note above,

\[
D_f^2 D_g^2 (uv) = D_f^2 (uD_g^2 v + 2(D_g u)(D_g v) + vD_g^2 u) = 2D_f^2 (D_g u)(D_g v).
\]

But

\[
D_f^2 (D_g u)(D_g v) = D_f (D_g u)(D_f D_g v) + D_f (D_f D_g u)(D_g v)
\]

\[
= D_f (D_g u)(tv) + D_f (-tu)(D_g v)
\]

\[
= t [vD_f D_g u + (D_f v)(D_g u) - (D_f u)(D_g v) - uD_f D_g v].
\]

In the previous expression, the middle two terms cancel since

\[
(D_f v)(D_g u) = (fg)(Dv)(Du) = (D_f u)(D_g v).
\]

Hence we have

\[
D_f^2 D_g^2 (uv) = 2t [vD_f D_g u - uD_f D_g v] = 2t [v(-tu) - u(tv)] = -4t^2 uv.
\]

\[ \]
3.2 Proof of Theorem 1

Let \( x = 1 \) in the identity (11) of Proposition 1 and then extract the coefficient of the appropriate power of \( z \). More explicitly, we note that

\[
\zeta(3, \{1, 3\}^n) = (-1)^n 4^{-n} [z^{4n+2}] S(1, z) .
\]

But

\[
S(1, z) = G(z) Y_1(1, z) Y_1(1, iz) = G(z) Q(z),
\]

where by Gauss’s \( _2F_1 \) summation theorem and the infinite product formula for sine,

\[
Q(z) := Y_1(1, z) Y_1(1, iz) = \frac{\sin(\pi z)}{\pi z} \cdot \frac{\sin(\pi iz)}{\pi iz} = \sum_{n=0}^{\infty} (-1)^n z^{4n} \zeta(\{4\}^n).
\]

Since

\[
G(z) = \sum_{n=0}^{\infty} z^{4n+2} \zeta(4n + 3), \quad |z| < 1,
\]

the desired formula follows from (18), (3), and the formula for the coefficient in the Cauchy product of power series.

\[ \square \]

Corollary 3 For all non-negative integers \( n \),

\[
\zeta(2, 1, \{3, 1\}^n) = 4^{-n} \sum_{k=0}^{n} (-1)^k \zeta(4k + 3) \zeta(\{4\}^{n-k})
\]

\[
= \sum_{k=0}^{n} \frac{2\pi^{4k}}{(4k + 2)!} \left( -\frac{1}{4} \right)^{n-k} \zeta(4n - 4k + 3).
\]

Proof. Apply duality [5, 22, 26] to Theorem 1. \[ \square \]

3.3 Proof of Theorem 2

Differentiate both sides of (11) in Proposition 1 with respect to \( x \), let \( x \to 1^- \) (requires asymptotic formulas for the relevant hypergeometrics) and then extract the coefficient of the appropriate power of \( z \). More explicitly, we note that

\[
x \frac{d}{dx} S(x, z) = \sum_{n=0}^{\infty} (-1)^n z^{4n+2} 4^n \zeta(2, \{1, 3\}^n),
\]

11
and hence (letting prime denote differentiation with respect to the first argument) 

$$\zeta(2, \{1, 3\}^n) = (-1)^n 4^{-n} [z^{4n+2}] S'(1, z).$$

(21)

Differentiating (11) we get that

$$S'(x, z) = G(z) \{H(x, z) + H(x, iz)\} - \frac{Y_1'(x, iz)Y_2(x, z)}{4Y_1(1, z)} - \frac{Y_1(x, iz)Y_2'(x, z)}{4Y_1(1, z)} + \frac{Y_1(x, z)Y_2'(x, iz)}{4Y_1(1, iz)},$$

(22)

where

$$H(x, z) := -z^2 F(1 + z, 1 - z; 2; x) F(iz, -iz; 1; x).$$

(23)

Entries [15.3.10] and [15.3.11] of [1] provide the asymptotic formulas

$$F(1 + z, 1 - z; 2; x) = \frac{2\psi(1) - \psi(1 + z) - \psi(1 - z) - \log(1 - x)}{\Gamma(1 + z)\Gamma(1 - z)} + O((1 - x)\log(1 - x)), \quad x \to 1-, \quad (24)$$

and

$$F(iz, -iz; 1; x) = \frac{1}{\Gamma(1 + iz)\Gamma(1 - iz)} + O((1 - x)\log(1 - x)), \quad x \to 1-, \quad (25)$$

respectively. If we now substitute the asymptotic formulas (24) and (25) into (23), apply the reflection formula for the gamma function and the definition (19), there comes

$$H(x, z) = -z^2 \frac{\sin(\pi z)}{\pi z} \cdot \frac{\sin(\pi iz)}{\pi iz} \left\{2\psi(1) - \psi(1 + z) - \psi(1 - z) - \log(1 - x) + o(1)\right\}$$

$$= -z^2 Q(z) \left\{2\psi(1) - \psi(1 + z) - \psi(1 - z) - \log(1 - x) + o(1)\right\},$$

and hence as $x \to 1-$,

$$H(x, z) + H(x, iz) = Q(z) \left\{z^2(\log(1 - x) - 2\psi(1) + \psi(1 + z) + \psi(1 - z))
- z^2(\log(1 - x) - 2\psi(1) - \psi(1 + iz) - \psi(1 - iz))\right\} + o(1)$$

$$= -4z^2 Q(z) G(z) + o(1).$$

(26)
We now substitute (26) into (22). Since \( Y_2(x, z) = O(1 - x) \) and \( Y_1'(x, z) = O(\log(1 - x)) \) as \( x \to 1^- \), it follows that

\[
S'(x, z) = -4z^2 G(z) Q(z) G(z) \\
- \frac{Y_1(x, iz)}{4Y_1(1, z)} \left\{ - F(1 + z, 1 - z; 2; 1 - x) + O(1 - x) \right\} \\
+ \frac{Y_1(x, z)}{4Y_1(1, iz)} \left\{ - F(1 + iz, 1 - iz; 2; 1 - x) + O(1 - x) \right\} + o(1). \tag{27}
\]

We now let \( x \to 1^- \) in (27), obtaining

\[
S'(1, z) = -4z^2 Q(z) G^2(z) + \frac{1}{4} \pi^2 z^2 Q(z) \left\{ \csc^2(\pi z) - \csch^2(\pi z) \right\}. \tag{28}
\]

In view of (21), the proof of Theorem 2 now follows on extracting the coefficient of the appropriate power of \( z \) from both sides of (28).

\[\square\]

**Remark.** It is possible to continue differentiating (22) and obtain generating functions for the multiple polylogarithms \( \zeta_x(1, \{1, 3\}^n) \) and \( \zeta_x(\{1, 3\}^n) \). One can similarly differentiate \( Y_1(x, z)Y_1(x, iz) \) and obtain generating functions for \( \zeta_x(2, 1, \{3, 1\}^n) \), \( \zeta_x(1, 1, \{3, 1\}^n) \), and \( \zeta_x(1, \{3, 1\}^n) \). Setting \( x = 1/2 \) in all these generating functions and dualizing then allows one to obtain reductions for the alternating unit Euler sums \( \zeta(\{1, 1\}^n) \), \( \zeta(\{1, 1\}^n) \), \( \zeta(\{1, 1\}^n) \), and \( \zeta(\{1, 1\}^n) \) for all non-negative integers \( n \). The key step is to observe that the derivatives

\[
\left( \frac{d}{dx} \right)^k F(z, -z; 1; x) \bigg|_{x=1/2} \quad (0 \leq k \in \mathbb{Z})
\]

can be expressed, via entry [15.1.25] of [1], in terms of gamma functions, and thereby in terms of the generating function (12) for the sequence \( \{\zeta(\{1\}^n) : 0 \leq n \in \mathbb{Z}\} \), each term of which is reducible [4]. This procedure is cumbersome, however, and in the next section we obtain the same results by a much more elegant method. In the process we settle two additional conjectures from [4].

## 4 Alternating Unit Euler Sums of Period 2

This section contains the proofs of our results pertaining to ultimately periodic alternating unit Euler sums of period 2, namely Proposition 2 and Theorems 3 and 4.
4.1 Proof of Proposition 2

One first checks that $M(x, t)$ satisfies the differential equation

$$
\left[ (1 - x) \frac{d}{dx} \right]^2 \left[ -(1 + x) \frac{d}{dx} \right]^2 M(x, t) = t^4 M(x, t). \tag{29}
$$

To solve the differential equation (29), one could apply Lemma 1 directly with $f(x) = 1 + x$ and $g(x) = 1 - x$. However, it is more convenient to make a change of variable. With $s = (1 + x)/2$, $z = (1 + i)t/2$ and $L(s, z) := M(x, t)$, (29) goes over into

$$
\left\{ \left[ (1 - s) \frac{d}{ds} \right]^2 \left[ s \frac{d}{ds} \right]^2 + 4z^4 \right\} L(s, z) = 0, \tag{30}
$$

which we've already encountered (17). A routine computation using entry [15.1.25] of [1] shows that

$$
\begin{align*}
U(1/2, z) &= A(z), \\
\left. \frac{d}{ds} U(s, z) \right|_{s=1/2} &= 2z A(z), \\
\left. \frac{d^2}{ds^2} U(s, z) \right|_{s=1/2} &= -4z(1 + z)A(z), \\
\left. \frac{d^3}{ds^3} U(s, z) \right|_{s=1/2} &= 8z(1 + z)(2 - z)A(z).
\end{align*}
$$

Using these relations, it is can be easily shown that the Wronskian determinant of the four functions

$$
U(s, z)U(s, iz), \quad U(s, -z)U(s, iz), \quad U(s, z)U(s, -iz), \quad U(s, -z)U(s, -iz)
$$

at $s = 1/2$ is equal to

$$
-2^{13} z^6 \left( \frac{\sin(\pi z)}{\pi z} \right)^2 \left( \frac{\sinh(\pi z)}{\pi z} \right)^2.
$$

Since the Wronskian is not identically zero, the four functions are linearly independent. From the differential equation (30) and Lemma 1 with $f(s) = 1 - s$ and $g(s) = s$, it follows that there exist functions $\alpha(z)$, $\beta(z)$, $\gamma(z)$, $\delta(z)$ such that

$$
M(x, t) = L(s, z) = \alpha(z)U(s, z)U(s, iz) + \beta(z)U(s, -z)U(s, iz)
+ \gamma(z)U(s, z)U(s, -iz) + \delta(z)U(s, -z)U(s, -iz). \tag{31}
$$
Now setting \( x = 0 \) (which is the same as \( s = 1/2 \)) in (31), and performing the operations

\[
-(1 + x) \frac{d}{dx} M(x, t) \bigg|_{x=0} = -s \frac{d}{ds} L(s, t) \bigg|_{s=1/2},
\]

\[
\left[ (1 + x) \frac{d}{dx} \right]^2 M(x, t) \bigg|_{x=0} = \left[ -s \frac{d}{ds} \right]^2 L(s, z) \bigg|_{s=1/2},
\]

\[
(1 - x) \frac{d}{dx} \left[ (1 + x) \frac{d}{dx} \right]^2 M(x, t) \bigg|_{x=0} = (1 - s) \frac{d}{ds} \left[ -s \frac{d}{ds} \right]^2 L(s, z) \bigg|_{s=1/2}
\]
yields the following system of equations:

\[
\begin{bmatrix}
1 & 1 & 1 & 1 \\
-i & 1 & -1 & i \\
-1 & 1 & 1 & -1 \\
i & 1 & -1 & i
\end{bmatrix}
\begin{bmatrix}
A(z)A(iz)\alpha(z) \\
A(-z)A(iz)\beta(z) \\
A(z)A(-iz)\gamma(z) \\
A(-z)A(-iz)\delta(z)
\end{bmatrix}
= \begin{bmatrix} 1 \end{bmatrix}.
\]

Inspection via Cramer’s rule gives \( \alpha(z) = \gamma(z) = \delta(z) = 0 \) and

\[
\beta(z) = \frac{1}{A(-z)A(iz)}.
\]

It follows that

\[
M(x, t) = L(s, z) = \frac{U(s, -z)U(s, iz)}{A(-z)A(iz)},
\]

wherever the right hand side is defined. As in the proof of Proposition 1, we find that as a consequence of the Jacobi polynomial identity (16), the singularities (which in this case occur when \( z \) is an even positive integer multiple of 1 or \( i \) or an odd positive integer multiple of \( -1 \) or \( -i \)) are all removable. Thus, \( M(x, t) \) is an entire function of \( t \) for each \( x \) satisfying \( 0 \leq x \leq 1 \). \( \square \)
4.1.1 Proof of Corollary 1

Set \( x = 1 \) in equation (14) of Proposition 2. In view of the fact that \( Y_2(1, z) = 0 \), we have \( U(1, z) = Y_1(1, z) = \sin(\pi z)/(\pi z) \). Thus,

\[
M(1, t) = \frac{U(1, -z)U(1, iz)}{A(-z)A(iz)} = \frac{Y_1(1, z)Y_1(1, iz)}{A(-z)A(iz)} = A(z)A(-iz) \cdot \frac{Y_1(1, z)Y_1(1, iz)}{A(z)A(-z)A(i z)A(-iz)} = A(z)A(-iz).
\]

\( \square \)

Remark. Broadhurst [12] has outlined a different proof of Corollary 1 using iterated integrals.

4.2 Proof of Theorem 3

By Corollary 1 we need to compute the Maclaurin series for

\[
A\left( \frac{t}{1-i} \right) A\left( \frac{t}{1+i} \right).
\]

From equation (12) of [4],

\[
A(z) = \exp \left( \sum_{k=1}^{\infty} \frac{(-1)^{k+1} a_k z^k}{k} \right),
\]

where

\[
a_k = \text{Li}_k((-1)^k) = \sum_{n=1}^{\infty} \frac{(-1)^n}{n^k} = \begin{cases} -\log 2, & \text{if } k = 1; \\ \zeta(k), & \text{if } k \text{ is even}; \\ (2^{1-k} - 1) \zeta(k), & \text{if } k > 1 \text{ is odd}. \end{cases}
\]

Hence

\[
A\left( \frac{t}{1-i} \right) A\left( \frac{t}{1+i} \right) = \exp \left( \sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{k(1-i)^k} a_k t^k \right).
\]
Simplifying the complex values in the sum we find that

\[ A \left( \frac{t}{1-i} \right) A \left( \frac{t}{1+i} \right) = \exp \left( \sum_{k=1}^{\infty} b_k \frac{t^k}{k} \right), \]

where the sequence \( b_k \) is as defined in the theorem. Expanding the exponential completes the proof. \( \square \)

Applying duality \([5, 22, 26]\) to Theorem 3 shows that we have also obtained reductions for certain multiple polylogarithmic values at 1/2. Specifically, for all non-negative integers \( n \),

\[
\begin{align*}
\zeta_{1/2}(\{3, 1\}^n) &= \zeta(\{1\}^{2n}), \\
\zeta_{1/2}(2, 1, \{3, 1\}^n) &= \zeta(\{1\}^{2n+1}), \\
\zeta_{1/2}(1, 1, \{3, 1\}^n) &= \zeta(\{1\}^{2n+1}), \\
\zeta_{1/2}(1, \{3, 1\}^n) &= -\zeta(\{1\}^{2n}).
\end{align*}
\]

### 4.3 Proof of Corollary 2

For each real \( x \) satisfying \( 0 \leq x \leq 1 \), form the formal power series

\[ T(x, t) := 1 + \sum_{n=0}^{\infty} \left[ t^{2n+1} \zeta_{x}(\{1\}^{n}) + t^{2n+2} \zeta_{x}(\{1, \overline{1}\}^{n}) \right]. \tag{32} \]

Then it is a routine computation to show that

\[ T(x, t) = -\frac{1 + x}{t} \frac{d}{dx} M(x, t), \]

where \( M(x, t) \) is as in equation (13). Put \( z = (1 + i)t/2 \), \( s = (1 + x)/2 \), and \( U(s, z) = Y_1(s, z) - zY_2(s, z) \), where \( Y_1 \) and \( Y_2 \) are given by (7) and (8), respectively. From Proposition 2, it follows that

\[ T(x, t) = -\frac{s}{z} \left( 1 + \frac{i}{2} \right) \frac{U'(s, iz)U(s, -z) + U(s, iz)U'(s, -iz)}{A(-z)A(iz)}, \tag{33} \]

wherever the right hand side is defined, and where the prime denotes differentiation with respect to \( s \). As in the proof of Proposition 2, we find that for each \( x \) satisfying \( 0 \leq x \leq 1 \), \( T(x, t) \) defines an entire function of \( t \).
We now compute the right hand side of (33) when \( x = s = 1 \). The obstacle to overcome is the singularity of \( Y_1(s, az) \) at \( s = 1 \). (We will be taking \( a \) to be \(-1\) or \( i \) as needed.) Of course this function occurs twice in the generating function so that the singularities cancel. In particular, from the definitions of the functions it is immediate that

\[
U'(s, az) = az - a^2 z^2 F(1 + az, 1 - az; 2; s) + O(1 - s), \quad s \to 1 - .
\]

By entry [15.3.10] of [1] it follows that

\[
U'(s, az) = az - \frac{(a^2 z^2)(2\psi(1) - \psi(1 + az) - \psi(1 - az) - \log(1 - s))}{\Gamma(1 + az)\Gamma(1 - az)} + O((1 - s)\log(1 - s)), \quad s \to 1 - .
\]

Similarly, from [15.3.11] of [1],

\[
U(s, az) = \frac{1}{\Gamma(1 + az)\Gamma(1 - az)} + O((1 - s)\log(1 - s)), \quad s \to 1 - .
\]

Substituting these expressions (with \( a \) taken to be \(-1\) or \( i \) as appropriate) into (33), applying the reflection formula for the gamma function, and simplifying yields

\[
T(x, t) = \tfrac{1}{2}(1 + i)szA(z)A(-iz)\left\{\pi \csc(\pi z) - i\pi \text{csch}(\pi z) + 4G(z)\right\}
+ O((1 - s)\log(1 - s)), \quad s \to 1 - .
\]

Letting \( s \to 1 - \) completes the proof of the corollary. \( \square \)

### 4.4 Proof of Theorem 4

We now conclude the proof of Theorem 4. Changing variables from \( z \) to \( t \) in Corollary 2, using (20) and the well-known Maclaurin series for cosecant gives

\[
1 + \sum_{n=0}^{\infty} \left[ t^{2n+1}\zeta(\overline{1},\{1,1\}^n) + t^{2n+2}\zeta(\overline{1},\{1,1\}^n) \right] = A\left(\frac{t}{1-i}\right)A\left(\frac{t}{1+i}\right) \times \sum_{n=0}^{\infty} \left[ (-1)^{(n+1)/2}2^{2-3n}(2^{2n-1} - 1)\zeta(2n)t^{2n} - (-4)^{-n}\zeta(4n+3)t^{4n+3} \right].
\]

But this last expression is exactly \( \sum_{k=0}^{\infty} c_k t^k \sum_{j=0}^{\infty} d_j t^j \). The theorem now follows by taking the Cauchy product and equating coefficients. \( \square \)
Duality [5, 22, 26] applied to Theorem 4 provides evaluations for multiple polylogarithms at 1/2. For all non-negative integers \( n \),

\[
\begin{align*}
\zeta_{1/2}(3, \{1, 3\}^n) &= -\zeta(\overline{1}, \{\overline{1}, 1\}^{2n+1}), \\
\zeta_{1/2}(2, \{1, 3\}^n) &= -\zeta(\overline{1}, \overline{1}, \{1, \overline{1}\}^{2n}), \\
\zeta_{1/2}(1, \{1, 3\}^n) &= -\zeta(\overline{1}, \{\overline{1}, 1\}^{2n}), \\
\zeta_{1/2}(\{1, 3\}^{n+1}) &= \zeta(\overline{1}, \overline{1}, \{1, \overline{1}\}^{2n+1}).
\end{align*}
\]
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